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Safe Superintelligence (SSI), основанный бывшим главным учёным OpenAI Ильёй
Суцкевером, привлёк $2 млрд инвестиций, достигнув оценки в $32 млрд. Это делает
SSI одной из самых дорогих частных компаний в сфере искусственного интеллекта,
несмотря на отсутствие готового продукта.

Суцкевер, покинувший OpenAI в мае 2024 года после конфликта с главой компании
Сэмом Альтманом, основал SSI вместе с Дэниелом Гроссом и Дэниелом Леви. Их цель
— создать «безопасный сверхинтеллект», то есть ИИ, превосходящий человеческие
способности, но не представляющий угрозы. Компания фокусируется на
исследованиях, избегая коммерческой гонки, чтобы обеспечить безопасность
технологий.

Раунд финансирования возглавила венчурная фирма Greenoaks, а среди инвесторов —
крупные игроки, такие как Sequoia Capital и Andreessen Horowitz. Ранее SSI уже
собрала $1 млрд.

Сверхинтеллект — это гипотетический ИИ, способный решать задачи лучше человека
в любой области. Однако его безопасность вызывает споры из-за потенциальных
рисков. SSI намерена изменить подход к разработке таких систем, но детали остаются
секретными.


