
After the scandal, ChatGPT will begin to warn parents about stress in
the child
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Recently, stories have become more and more often, where communication with chatbots
led to serious consequences-from psychological breakdowns to full-fledged tragedies.
Experts believe that adolescents are especially vulnerable. Now Openai intends to
strengthen the protection of young users, the media write.

CHATGPT developers announced that they will introduce a notification system for parents.
If artificial intelligence notices signs of a strong emotional crisis in a teenager, parents will
receive a warning. This will work only on condition that parental and children’s accounts
are related.

At the same time, parents will be able to control the ChatGPT settings: to limit access to
certain functions, for example, to preserve the history of dialogs, and include a “children’s
mode” for safer communication.

Openai has already presented a plan for 120 days to introduce new functions. A bunch of
accounts and basic parental settings will appear in the next month.


