THE
IT‘EIIHEESABAT “Google” howa maglumatyny ¢aklamakdaky nabelliligi azaltmak tigin
“Generative AI” modelini yglan etdi

Google Research anna guni howa maglumatyndaky nabellilikleri we nadogrylyklary
azaltmaga komek edip biljek taze doredijilik emeli intellekt (AI) modelini yglan etdi. Al
modeli “Scalable Ensemble Envelope Diffusion Sampler” (SEEDS) diylip atlandyrylyar we
howa maglumatyny ¢aklamagyn adaty ahtimallyk modeline eyermegin yerine, Al modeli
diffuziya ahtimallyk modellerine esaslanyar. Bu, tehnologiya agirtlerinin iistiinde isleyan
ilkinji howa maglumaty modeli dal, sebabi 6n 10 giin oniinden howany c¢aklap bilyan
GraphCast we 24- li¢in yokary ¢ozgiitli gaklama modeli MetNet-3-i a¢dy. sagat dowamlylygy.

Bu habary uly programma iipjiingiligi inereneri Lizao Li we Google Research-in gozleg alymy
Rob Karwer blogda yazdy . Topar “Science Advances” inurnalynda ondiiriji AI modeli SEEDS
hakda kagyza cap etdi. Bildirise gora, Al modeli howa maglumatyny iki durli usulda tazelar -
has takyk eder we howany caklamak ucin ¢ykdajylary azaldar.

Gazet hazirki zaman howa maglumatyny ¢aklamagyn iki esasy meselesine iinsi ¢ekip, hazirki
wagtda modellerin “dhtimallyk ¢caklamalary” diyilyan zady yerine yetiryandigini malim etdi.
Aslynda, esasy ¢aklamany doretmek {icin baslangyc sertlere iinsi jemleyarler we sertlerin
osmegi we howa modellerinin has kop maglumat almagy bilen model has takyk caklamany
doretmek ii¢in 6ziini dliizedyar. Google bu usulyn uzak mohletli gaklamalarda has nabellilige
yol agyandygyny aydyar. Gozleg topary, ¢ykdajylara gora, takyk netija gelmek iigin
caklamalary yzygiderli doretmeli yokary ¢ylsyrymly howa modellerini isleyan agirt uly
superkompyuterlerin yokary ¢ykdajy edip biljekdigini aytdy.
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